
  

 

Abstract— Simulation of the electromagnetic response of the 

human body relies heavily upon efficient computational models 

or phantoms. The first objective of this paper is to present a new 

platform-independent full-body electromagnetic computational 

model (computational phantom), the Visible Human Project® 

(VHP)-Female v. 2.0 and to describe its distinct features. The 

second objective is to report phantom simulation performance 

metrics using the commercial FEM electromagnetic solver 

ANSYS HFSS. 

I. INTRODUCTION 

Numerical simulation of the electromagnetic and thermal 
response of the human body to different stimuli in MRI safety, 
electromagnetic tomography, and electromagnetic stimulation 
is currently limited by the availability of anatomically 
adequate and numerically efficient cross-platform 
computational models [1-5]. Platform-independent and 
efficient models suitable for all three major electromagnetic 
simulation methods, i.e. Finite Element Method (FEM), 
Method of Moments or Boundary Element Method, and 
Finite-Differences Time Domain, which are based on 
triangular surface meshes of individual tissues, become 
increasingly important today. The first objective of this paper 
is to present a new platform-independent full-body 
electromagnetic computational model (computational 
phantom), the Visible Human Project® (VHP)-Female v. 2.0, 
and to describe its distinct features. The second objective is to 
report phantom simulation performance metrics using the 
commercial FEM electromagnetic solver ANSYS HFSS for 
two tasks: plane wave incidence and MRI-coil modeling.  

II. PHANTOM DESCRIPTION 

A. Number of Parts, Image Source, and Accuracy 

The computational phantom VHP-Female v. 2.0 includes 
190 individual tissue parts to date in the form of finite-element 
triangular surface meshes with approximately 150,000 
triangles total. Each tissue part has been extracted from the 
Visible Human Project®-Female dataset [6] of the National 
Library of Medicine using the available cryosection images 
with a pixel resolution of 0.33 mm, which provide state-of-the-
art resolution of muscle and other soft tissues, as well as bone 
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matter. The surface deviation error between the true surface 
and its triangulation in the normal direction does not exceed 
0.5-2 mm in the cranium and 6 mm in the main body. 

B. Topology of Triangular Surface Meshes 

The phantom possesses a set of topological characteristics 
necessary for cross-platform compatibility and computational 
efficiency. Each original tissue triangular surface mesh is 
strictly 2-manifold or thin-shell (no non-manifold faces, no 
non-manifold vertices, no holes, and no self-intersections). No 
tissue mesh has any triangular facets in contact with other 
tissue surfaces. There is always a (small) gap between the 
distinct tissue surfaces. This gap physically represents thin 
membranes separating distinct tissues. Numerically, it 
corresponds to an “average body” container(s), which encloses 
organs and tissues, and guarantees compatibility between 
different CAD formats. At the same time, there exist tissues 
fully enclosed within each other, such as the white matter 
inside the gray matter, cancellous bone inside a cortical bone 
shell of the femur, etc. These tissues also neither touch nor 
intersect. Each tissue triangular surface mesh has the minimum 
surface triangular mesh size allowed. The entire phantom and 
the individual tissue surface meshes are available in MATLAB 
binary format as well as in a variety of standard CAD formats. 
Fig. 1 shows the phantom meshes within the MATLAB shell. 

III. PHANTOM FEATURES 

A.  Improved Resolution in the Cranium  

The VHP-Female head shown in Fig. 2a is less detailed 
than the world standard model [7]. And yet, one unique feature 
of its head is an anatomically-correct continuous shell of the 
highly-conductive cerebrospinal fluid (CSF) with a variable 
thickness of 1-7 mm, which maintains a shorting path of 
electric current. Further, the CSF shell has a direct connection 
with the spinal cord. The shell continuity is critical for accurate 
direct-current modeling such as EEG, electric impedance 
tomography, and direct-current stimulation [8]-[11]. 
Therefore, the cranium model has already been used for 
research purposes [12],[13]. Additionally, there are two 
0.3mm thick shells around the CSF shell shown in  
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Figure 1. Anterior view of the VHP-Female computational phantom v. 2.0 
within the MATLAB shell. Skin layer and some muscles are not shown.  

Fig. 2b,c, respectively. These shells may either model brain 
membranes or CSF expansions.    

 
Figure 2. Cranium of the VHP-Female v. 2.0 phantom. CSF shell and 
additional thin layers are shown.  

B. Variable BMI 

Estimation of the Body Mass Index (BMI) using the 
original phantom outer fat shell predicts a value of 
approximately 36, classifying the patient as obese. This fat 
shell and the average body container have been simultaneously 
deformed in order to model medium and low BMI values. The 
corresponding result is shown in Fig. 3. All other tissue meshes 
remain the same. This method is indeed somewhat inaccurate 
anatomically, but may perhaps be used for integral MRI 
estimates and assessing fat layer impact on Specific 
Absorption Rate (SAR).  
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Figure 3. Three different fat shells used with the VHP-Female v. 2.0 phantom. 

C. Bone Composition and Addition of Large Orthopedic 

Implants 

Special attention motivated by ongoing osteoporotic studies 
has been paid to the vertebral column [14] and to large femoral 
bones shown in Fig. 4a. In the latter case, surface extraction 
has been accurately performed for three distinct bone tissues: 
cortical, trabecular, and bone marrow. Based on current 
practices, the femoral and neighboring meshes have been 
deformed in order to register and embed three large orthopedic 
metallic implants shown in Figs. 4b-d. The implants originate 
from the Center for Advanced Orthopaedic Studies, Beth 
Israel Deaconess Med. Center (BIDMC), Harvard Med. 
School. All other tissue meshes remain the same. Large 
implants may cause extra MRI heating; this effect is an active 
area of research today [15]. 

D. Conversion from Triangular Surfaces to NURBS 

Surfaces (B-Splines) 

NURBS surfaces enable (adaptively) refined meshes 
without sharp edges (where charge density becomes singular) 
in specific areas of interest. Furthermore, they can be used for 
deformation purposes [16]. Otherwise, the NURBS surfaces 
have a limited value for an FEM solver, which internally 
operates with geometry primitives: triangular facets and 
tetrahedra. A double conversion, from segmented triangular 

surfacesNURBS surfacesFEM triangular surfaces, may 
require a (very) significant additional meshing time. Fig. 5 
shows a conversion from the original triangulated surface of 
the VHP-Female skin shell (about 7,000 triangles) to a set of 
NURBS surfaces (about 60 B-splines) done with SpaceClaim 
Direct Modeler of ANSYS. Eventually, we plan on converting 
the entire VHP-Female model to NURBS surfaces.  

E. Phantom Validation  

Selected parts of the phantom were evaluated by medical 
professionals from BIDMC. MRI field simulation results, 
(some of which are reported below) for a 1.5 T coil have shown 
an agreement with experimental measurements of B1+. Those 
results will be reported separately.  

IV. COMPUTATIONAL PERFORMANCE USING HIGH-

FREQUENCY FEM SIMULATOR ANSYS HFSS 

A. Plane Wave Test 

An ANSYS HFSS project has been created for a plane 
wave incident upon the phantom at 300 MHz using 5 passes of  

 
Figure 4. Bone composition and femoral implants registered with the VHP-

Female phantom. Soft tissues are not shown. 

3239



  

 

Figure 5. Left- initial triangular surface of the VHP-Female; right – the same 
surface converted to B-splines.  

adaptive mesh refinement and integral-equation boundary 
conditions for a box which tightly surrounds the body. The 
adaptive solution process is the method by which HFSS 
guarantees that the final FEM solution is the correct one. Table 
I reports simulation benchmarks for four representative 
computational servers. Final delta Magnitude Energy (or delta 
E) is less than 0.015. For a single adaptive pass, a global 
normalized error function in the frequency domain is the ratio 
of the reaction integral magnitude to the total system energy in 
the computational volume V (Ref. [17], Eq. (43)) 
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where E


, H


 are electric and magnetic fields, and J


, M


are electric and magnetic current densities. The reaction 

integral is exactly zero in a source-free field and is a constant 

when the sources are somewhere present. The delta E is the 

difference in two values of  from Eq. (1), for two consecutive 

passes. As the solution converges to the exact result, delta E, 

which is the global convergence criterion, approaches zero for 

any source distribution. 

Two conclusions can be made based on these and similar 
results: (i) Intel processors are more beneficial for use with 
ANSYS HFSS and (ii) the use of distributed or high-
performance computing decreases the elapsed time for 
accurate full-body FEM simulations related to radar cross-
section/antenna modeling to about 4 hours total. However, the 
dependence on the number of cores is nonlinear; eight cores 
and one task are recommended, with the RAM limit of 130—

160 GB. Note that the classic mesher, not the -mesher, was 

enforced in HFSS (HFSS Mesh operations Initial mesh 

settings Meshing Method). The -mesher causes 
prohibitively large execution times and should perhaps be not 
used for this application.   

TABLE I.  SIMULATON BENCHAMARKS FOR PLANE WAVE TEST – 

ANSYS ELECTROMAGNETIC SUITE RELEASE 15/16 

Execution results for four representative servers   

System 

Tetrahedral mesh 

size & total RAM 

(start/stop) 

Execution time 

for 5 passes 

System #1 (one task, one core)  

Intel(R) Xeon(R) CPU E5-

2697 V2, 256 GB, 64-bit OS 
Windows Server 2008 R2 

Enterprise 

ANSYS EM Suite® 16.0.0 

450,000/1,000,000 

2.6GB/87 GB 

Meshing time: 

50 min 

Sim. time: 
10 hr 48 min 

System #2 (one task, one core) 

4 AMD OPTERON 6174 12 
core processors, 192 GB, 64-

bit OS, Windows Server 

2008 R2 Enterprise 
ANSYS EM Suite® 15.0.2 

450,000/1,000,000 
2.0GB/115 GB 

Meshing time: 

70 min 
Sim. time: 

28 hr 55 min 

System #3 (one task, one core) 

Intel(R) Xeon(R) CPU E5-
2690, 192 GB, 64-bit OS 

Red Hat Enterprise Linux 

2.6.32  
ANSYS EM Suite® 15.0.2 

450,000/1,000,000 
2.0 GB/87 GB 

Meshing time: 

63 min 
Sim. time: 

10 hr 40 min 

System #4 (one task, eight cores, HPC option)a 

Intel(R) Xeon(R) CPU E5-

2697 V2, 256 GB, 64-bit OS 

Windows Server 2008 R2 
Enterprise 

ANSYS EM Suite® 16.0.0 

450,000/1,000,000 

2.6GB/87 GB 

Meshing time: 
50 min 

Sim. time: 

2 hr 43 min 

a. Systems 1 and 4 differ by the HPC option only. 

TABLE II.  SIMULATON BENCHAMARKS FOR FULL-BODY MRI COILS – 

ANSYS ELECTROMAGNETIC SUITE RELEASE 15.0.2, INTEL(R) XEON(R) 3 

GHZ DELL WORKSTATION.  

Execution results for different coil/mesh configurations (6 cores, 

HPC option, manual coil meshing). Final relative delta S is less 

than 0.002 

Configuration 
Tetrahedral mesh size & 

total RAM (start/stop) 

Execution time 

for 2 passes 

1.5 T coil, 64 MHz, 48 

excitations, head only 

3,200,000/4,000,000 

3.4GB/91.6 GB 

Meshing time:  

3 h 15 min 

Sim. time:  
6 hr 8 min 

3 T, 128 MHz, 48 

excitations, head only, 

interpolating sweep 

2,600,000/3,300,000 

3.2GB/62.7 GB 

Meshing time:  

2 h 6 min 

Sim. time:  

7 hr 42 min 

3 T, 128 MHz, 48 

excitations, whole 
body 

4,000,000/5,000,000 

4.5GB/134 GB 

Meshing time:  
4 h 30 min 

Sim. time:  

4 hr 39 min 

3 T, 128 MHz, 48 
excitations, whole 

body 

5,400,000/6,400,000 

5.9GB/121 GB 

Meshing time:  

5 h 20 min 

Sim. time:  
14 hr 22 min 

 

B. MRI-Coil Modeling 
One MRI coil utilized was a 64 MHz high pass 16 rung 

birdcage design with dimensions relevant to clinical 1.5 T 
scanners: coils of diameter 604 mm and length 650 mm as 
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described in Ref. [15]. Yet another similar coil operated at 128 
MHz and 3 T. The coil is using 48 excitation ports because this 
setup allows one to obtain near-field results for any kind of coil 
tuning (high pass, low pass, band pass) without re-running 3D 
EM simulations. Table II reports selected simulation 
benchmarks for head and full-body scans, with two adaptive 
meshing passes. Manual meshing in critical areas has been 
used prior to the adaptive mesh refinement. The convergence 
criterion is now delta S, which is the magnitude of the change 
of the terminal S-parameters (the largest magnitude is 
selected) between two consecutive passes. This manual 
meshing guarantees that the final relative delta S is less than 
0.002, even with only two adaptive passes. This value 
underscores the importance of manual meshing for modeling 
the human phantom augmented with external electromagnetic 
hardware. 

V. CONCLUSION AND FUTURE WORK  

In this study, we have presented the VHP-Female v. 2.0 

computational phantom and described its initial performance 

metrics using the FEM high-frequency electromagnetic 

simulator ANSYS HFSS. Similar estimates have been 

obtained for the low-frequency EM simulator Maxwell 3D of 

ANSYS. For a plane wave test (and similar antenna/array 

tasks), the one-core run time is about twelve hours on average 

while the multi-core run time is less than four hours, yielding 

a final relative energy error of less than 0.015 (after five 

adaptive passes). For the most complicated MRI-related 

simulations with manual meshing, the total multicore run time 

is about nine to twenty hours, while maintaining a very good 

solution accuracy. Thus, the VHP-Female v. 2.0 full-body 

phantom will provide a reasonably fast yet accurate and 

flexible computational platform for multi-purpose 

electromagnetic modeling of a multi-tissue human body. We 

believe the phantom is suitable for thermal and acoustic 

modeling as well. The Worcester Polytechnic Inst. 

Institutional Review Board (IRB) has reviewed the materials 

submitted in regards to the above mentioned study and has 

determined that this research is exempt from further IRB 

review and supervision under 45 CFR 46.101(b) (HHS IRB # 

00007374). 

Ongoing work is directed toward improving anatomical 

accuracy, mesh quality, and flexibility of the phantom while 

maintaining approximately the same or even shorter 

simulation run times.  
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