Finite element analysis and CT-based structural rigidity analysis to assess failure load in bones with simulated lytic defects
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Abstract

There is an urgent need to improve the prediction of fracture risk for cancer patients with bone metastases. Pathological fractures that result from these tumors frequently occur in the femur. It is extremely difficult to determine the fracture risk even for experienced physicians. Although evolving, fracture risk assessment is still based on inaccurate predictors estimated from previous retrospective studies. As a result, many patients are surgically over-treated, whereas other patients may fracture their bones against expectations. We mechanically tested ten pairs of human cadaveric femurs to failure, where one of each pair had an artificial defect simulating typical metastatic lesions. Prior to testing, finite element (FE) models were generated and computed tomography rigidity analysis (CTRA) was performed to obtain axial and bending rigidity measurements. We compared the two techniques on their capacity to assess femoral failure load by using linear regression techniques, Student’s t-tests, the Bland–Altman methodology and Kendall rank correlation coefficients. The simulated FE failure loads and CTRA predictions showed good correlation with values obtained from the experimental mechanical testing. Kendall rank correlation coefficients between the FE rankings and the CTRA rankings showed moderate to good correlations. No significant differences in prediction accuracy were found between the two methods. Non-invasive fracture risk assessment techniques currently developed both correlated well with actual failure loads in mechanical testing suggesting that both methods could be further developed into a tool that can be used in clinical practice. The results in this study showed slight differences between the methods, yet validation in prospective patient studies should confirm these preliminary findings.

© 2013 Elsevier Inc. All rights reserved.

Introduction

After lungs and liver, bone tissue constitutes the third most common site for the development of metastases in cancer [1]. Carcinomas of the breast, prostate, lungs, and thyroid are the most prone to metastasizing to the skeleton, accounting for approximately 80% of all bone metastases [2–4]. Although prognosis after development of metastatic bone disease is better than that seen after visceral invasion, the morbidity associated with these lesions considerably affects patients’ quality of life. Main clinical features include intractable pain, metabolic alterations with primary cancer continue to improve, so will the incidence of these major complications [6].

Primary cancer site, presence of pain, and risk of fracture represent two main factors to consider while choosing the most appropriate treatment following the diagnosis of a suspiciously malignant bone lesion [7]. Given the detrimental effects of bone fractures, the main challenge for the treating physician is to effectively determine the extent of the lesion, and decide whether it has weakened the bone enough to cause a pathological fracture. Patients with a low risk of pathological fracture are effectively treated for pain using nonsurgical approaches such as radiation therapy, immunotherapy, endocrine or cytotoxic chemotherapy, and bisphosphonates [8,9]. On the other hand, operative treatment is indicated for cases of impending and pathological fractures in long bone and pelvic girdle metastases. As for patients with spinal
lesions, surgical intervention is recommended when evidence of spinal cord compression and/or spinal instability ensues [8].

Although evolving, fracture risk assessment is still based on inaccurate predictors estimated from previous retrospective studies. In 1989, Mirels [10] proposed a weighted scoring system combining clinical and radiographic criteria to quantify the risk of sustaining a pathologic fracture through a metastatic long bone lesion. Although Mirels score is often used for screening of metastatic appendicular skeletal lesions, it is associated with a variety of limitations. It is based on a 2D radiographic representation of a 3D lesion which is rather imprecise in evaluating the size and nature of the lesions compared to current imaging modalities such as computed tomography and magnetic resonance imaging. Despite the low false-positive rate for lesions with scores of 9 and above, the low specificity of less than 35% [11] means that strict application of these criteria will result in unnecessary surgery in approximately two thirds of cases. A comparative analysis of risk factors conducted by Van der Linden et al. [12] provided proof of the overestimation of fracture risk when making decisions based on conventional risk factors. As an alternative to existing methods, Van der Linden et al. proposed an approach based on axial cortical involvement, the accuracy of which was further demonstrated in a randomized trial [13]. There are also conflicting data on reproducibility and reliability of the results obtained from different specialties [14] and anatomical sites [15], further emphasizing the need for a more accurate clinical tool to assess fracture risk in the presence of metastatic lesions.

We have previously demonstrated the effective use of non-invasive imaging techniques using quantitative computed tomography (QCT) for the assessment of structural rigidity and prediction of failure loads in ex-vivo and in-vivo models [16–20]. Additionally, using the same principle, we and others have shown that case-specific finite element (FE) models are capable of effectively simulating the mechanical behavior of bones under axial loading with a relatively high level of precision [21–27]. However, the prediction accuracies of computed tomography rigidity analysis (CTRA) and FE analysis have never been directly compared. In the current study we aim to establish and assess statistical comparisons between QCT structural rigidity analyses and FE analyses, in their accuracy for the estimation of femoral failure load. For that purpose, we use an experimental dataset and the corresponding FE simulations as described previously [27,28]. Based on these experiments, we performed a QCT structural rigidity analysis and compared these results to the results from the FE analyses.

Materials and methods

Quantitative computed tomography and mechanical experiments

For the validation of CTRA and FEA we relied on the exact results of mechanical experiments as performed previously [27,28]. For an elaborate description of the setup of these experiments, the reader is referred to this previous work. In short, ten paired femurs from fresh-frozen human cadavers (mean age 81.7 ± 10.65 years) were obtained from the Department of Anatomy, Radboud university medical center, with institutional approval. One of the femurs in each pair was left intact and assigned to the control group. The contralateral femur was assigned to the metastatic group, while one or more defects were created. Size and location of these lesions resembled clinical appearance of lytic metastatic lesions, as discussed with orthopedic oncologists (Table 3). Hence, they were not related to the femoral size or geometry. QCT images were acquired with the following settings: 120 kVp, 220 mA, slice thickness 3 mm, pitch 1.5, spiral and standard reconstruction, in-plane resolution 0.9375 mm (ACQSim, Philips, Eindhoven, The Netherlands). The femurs were scanned in a water basin, on top of a solid calibration phantom (Image Analysis, Columbia, KY, USA). Following imaging, the specimens underwent mechanical testing in a hydraulic mechanical testing system (MTS) machine. An axial load was applied on the head of the femur, with 10 N/s from 0 N until failure, while force and displacement of the plunger were recorded. The failure location of each femur was photographically documented.

Finite element analysis

The mesh generation for the FE models was accomplished by segmenting the QCT images and converting them to a solid mesh (Patran 2005 r2, MSC Software Corporation, Santa Ana, CA, USA) [28]. Calibration of the QCT scans and material property assignment was performed using the DICOM Toolkit software package, developed at the Orthopaedic Research Laboratory in Nijmegen [28]. The experimental boundary conditions were reproduced in the FE simulations (Fig. 1). The FE simulations, adopting non-linear isotropic material behavior [29], were performed using MSC Marc (MSC.MARC2007r1, MSC Software Corporation, Santa Ana, CA, USA). The global failure load (\( F_{\text{FE}} \)) was defined as the maximum total reaction force, i.e., the sum of the contact normal forces in the model. The elements that plastically deformed at the moment of maximal total reaction force defined the failure location [28].

CT-based structural rigidity analysis

For CTRA, the gray values in the CT scan were converted to equivalent mineral density by using the linear relationship between Hounsfield units (HU) and equivalent mineral density as established by the hydroxyapatite phantom scanned with each bone. Then, the mineral density of each pixel was converted to modulus of elasticity (E) for axial (EA) and bending (EI) rigidity measurements, using
empirically derived constitutive relationships for cancellous [30] and cortical [31] bone (Fig. 2). The modulus neutral axis and centroid were calculated based on the coordinates of the i th pixel and its corresponding area (da), modulus (Ei), and total number of pixels in the cross section (n), as depicted in Eq. (1).

\[
\bar{x} = \frac{\sum_{i=1}^{n} x_i E_i da}{\sum_{i=1}^{n} E_i da} \quad \bar{y} = \frac{\sum_{i=1}^{n} y_i E_i da}{\sum_{i=1}^{n} E_i da}
\]  

(1)

where xi and yi represent the distance of each pixel from the x and y axes, respectively. The Young’s modulus of elasticity (Ei) is defined as the ratio of tensile strength to strain in the linear region.

Axial rigidity provides a measure of the bone’s resistance to uniaxial (tensile or compressive) loads, whereas bending rigidity provides a measure of the bone’s resistance to bending moments. For each transaxial image, EA and EI were calculated by summing the modulus-weighted area of each pixel within the bone contour by the position of the pixel relative to the centroid of the bone cross-section as described in Eqs. (2) and (3):

\[
EA = \sum E_i (\rho) da
\]  

(2)

\[
EI = \sum [E_i (\rho) \cdot y_i^2] da.
\]  

(3)

The cross-section through the affected bone that has the lowest rigidity value is the weakest and assumed to govern failure of the entire bone.

\[\text{Fig. 2. Schematic diagram illustrating the pixel-based CTRA analysis algorithm to calculate axial (EA) and bending (EI) rigidities. Each grid element is intended to represent 1 pixel (the exaggeration of the grid element size is done solely for illustration purposes). The different equations are presented, where } \rho \text{ represents bone density, } x_i \text{ and } y_i \text{ represent the distance of each pixel from the } x \text{ and } y \text{ axes respectively, } da \text{ represents the area of each pixel, } E_i \text{ represents Young's modulus of elasticity (defined as the ratio of tensile strength to strain in the linear region), and } C_i \text{ represents the shear modulus (defined as the ratio of shear stress to shear strain in the linear region). The modulus neutral axis and centroid (Eq. (1)) are determined based on the coordinates of the } i \text{th pixel, its modulus } (E_i), \text{ area } (da), \text{ and total number of pixels in the bone cross-section (n). Axial rigidity, which provides a measure of the bone's resistance to deformation when subjected to uniaxial tensile or compressive loads (Eq. (2)), is estimated by summing the products of each pixel's elastic modulus } (E_i) \text{ and pixel area } (da). \text{ Bending rigidity provides a measure of the bone's resistance to flexure deformation when subjected to bending moments. Its rigidity about the } y \text{-axis (Eq. (3)) is the sum of the products of the elastic modulus } (E_i) \text{, square of the } i \text{th pixel distance to the neutral axis } (\gamma), \text{ and the pixel area } (da).\]

\[\text{Fig. 3. Linear regression between failure load from mechanical testing versus axial rigidity (A) and bending rigidity (B) and failure load predicted by the FE models (C).}\]
bone. Therefore, the cross-section with the lowest rigidity in the tested area is considered the failure region.

Data analysis

CTRA-based axial (EA) and bending (EI) rigidities and FE-based failure load results were correlated with the experimental failure load from mechanical testing. Paired t-tests were used to assess the mean difference in failure load (N) determined by mechanical testing ($F_{\text{MECH}}$) and CTRA-based EA and FE-based failure load ($F_{\text{FE}}$).

The Bland–Altman technique was applied to assess agreement in CTRA-based axial rigidity and FE-based failure load compared to the gold standard mechanical testing with limits of agreement determined as mean difference $\pm 1.96$ standard deviations (i.e., $95\%$ confidence interval of the difference) [32]. The Bland–Altman technique is based on plotting the difference between two sets of measurements and plots the difference on the y-axis and the average of the two measurements on the x-axis (this is done for each pair of observations; hence the paired comparison between the two methods). By convention, a line is drawn to represent the mean difference and this is called the “bias”. In addition, two lines are drawn to represent the precision of agreement, called the “limits of agreement” and are calculated as $1.96 \times$ standard deviations of the mean difference (i.e., these are analogous to the $95\%$ confidence interval) and by definition will encompass $95\%$ of the data points.

The correlation between the difference in CTRA-based EA and FE-based failure load with the gold standard failure load was calculated to assess whether the bias was constant across the range of possible loads to failure. Although CTRA does not provide a direct failure load prediction, the output parameters in FE (failure load in N) and CTRA-based EA (axial rigidity in N) are the same and therefore comparable using the Bland–Altman method. In contrast, the output parameters in CTRA-based EI (in Nm$^2$) are not the same unit-wise and therefore not directly comparable using this particular analysis.

To test the robustness of the two methods in predicting failure load, the size and location of the artificial lesions were varied as much as possible. Obviously, this makes it impossible to study lesion-specific prediction accuracy between the two methods as a large variation in lesion characteristics comes with a small number of specimens per variation. Therefore we studied differences in prediction accuracy between subgroups, i.e., for the intact specimens and the specimens with a defect, in addition to the analyses on total group of specimens.

In addition, the output parameters were used to rank the femurs from weak to strong; this was done for both the outcome parameters of FE and CTRA. These rankings were subsequently compared with the experimental ranking and with each other using the Kendall rank correlation coefficient ($\tau$), which allowed for studying prediction accuracy among the different methods.

The fracture locations in the experiments were qualitatively compared to the fracture lines predicted by the FE model and to the cross-section that was assumed to govern failure of the femur in the CTRA analysis.

Power analysis indicated that 10 femur pairs ($n = 20$) were required [33]. Statistical analyses were performed using MedCalc version 12.2.1 (MedCalc Software, Mariakerke, Belgium) and STATA (Statistics/Data Analysis 11.2, College Station, TX, USA) software packages. Two-tailed $P < 0.05$ was considered statistically significant.

Results

As reported previously [28], mechanical testing procedures were successfully completed on every specimen. Overall, the axial and bending rigidities obtained through CTRA correlated well with the load capacity obtained from mechanical testing (Figs. 3A and B). The coefficients of determination for the femurs were $0.82$ for EA and $0.86$ for EI ($<0.001$ for all cases). As shown in previous work, the simulated FE models accurately predicted the failure load of the intact as well as the metastatic femurs as measured in the experiments ($R^2 = 0.89$ and $P < 0.001$) (Fig. 3C).

When considering all specimens, paired t-tests did not indicate differences between CTRA-based EA index and mechanical testing with an average underestimation of $534$ N for failure load (Table 1, $P = 0.06$). FE demonstrated a mean difference of $-9$ N compared to mechanical testing, which was not significant ($P = 0.96$). Bland–Altman analysis revealed that the limits of agreement defined as $95\%$ confidence intervals were moderate for CTRA-based EA (Fig. 4A). For example, the mean difference of $534$ N for EA is associated with a precision between $-1779$ and $2847$ N, implying that $95\%$ of the time, EA will provide an estimate of failure in this range compared to the gold standard. For EA, the bias was constant across the magnitude of failure load as judged by non-significant correlation between the average versus the difference ($r = 0.36$, $P = 0.12$). FE showed more accurate estimates of failure load than each of the two CT-based rigidity parameters (all $P < 0.001$, paired t-tests on the deltas versus mechanical testing). The limits of agreement in the Bland–Altman plot indicate that the FE estimated failure load on average is nearly the same as mechanical testing (mean difference of $-9$ N) and provides estimates that are within the range of $-1776$ to $1757$ N (Fig. 4B, Table 1). Moreover, the bias throughout the magnitude of possible failure loads is constant as indicated by a non-significant correlation between the average versus the difference ($r = 0.20$, $P = 0.39$).

To further study differences in prediction accuracy between the two methods, the paired t-tests and Bland–Altman analysis were repeated for the intact and defect specimens separately (Table 1). Paired t-tests then showed a significant difference between mechanical testing and EA for the intact femurs and between mechanical testing and FE for the metastatic femurs. In addition, for EA the bias varied over the different analyses (total group and both subgroups), but the limits of agreement were constant. For FE there were differences in both the bias and the limits of agreement over the analyses. The more narrow limits of agreement in the subgroup analysis of the defect specimens suggested a higher accuracy at the cost of a larger systemic error (as the bias was larger than in the overall analysis). For the defect femurs, which are of main interest here, CTRA showed the smallest bias

Table 1

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Intact</th>
<th>Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EXP</td>
<td>EA</td>
<td>FE</td>
</tr>
<tr>
<td>Failure load (N)</td>
<td>5404 ± 2764</td>
<td>4870 ± 2347</td>
<td>5143 ± 2583</td>
</tr>
<tr>
<td>$P$-value (paired t-test)</td>
<td>0.06$^a$</td>
<td>0.06$^a$</td>
<td>0.09$^a$</td>
</tr>
<tr>
<td>Mean ± SD of difference vs. mechanical testing</td>
<td>534 ± 1180</td>
<td>9 ± 901</td>
<td>948 ± 1153</td>
</tr>
<tr>
<td>Bland–Altman method, 95% CI</td>
<td>−1779 to 2847</td>
<td>−1776 to 1757</td>
<td>−1311 to 3208</td>
</tr>
</tbody>
</table>

$^a$ Plus-minus values are mean ± SD and data are based on 10 paired femurs.

$^b$ Plus-minus values are mean ± SD and data are based on 10 single femurs.

$^c$ Bland–Altman method evaluating limits of agreement between each method (QCT and FEA) versus mechanical testing based on mean difference (bias) and 95% confidence interval of difference ($\pm 1.96$ SDs).
two sets of measurements is very close to 0, (i.e., about 9 N greater with FE than with mechanical testing). In addition, the limits of agreement as denoted by the dashed lines represent the 95% limits of agreement and indicate that 95% of the time the force using mechanical testing was 534 N greater than the force determined by EA. There was no significant correlation between the difference on the y-axis and the mean on the x-axis of the two methods, suggesting that the bias is approximately constant throughout the range of values for the 20 human specimens. Regarding panel B, the Bland–Altman plot shows the mean difference in force between mechanical testing and finite element (FE) analysis to be only −9 N, meaning that on average the difference or bias between the two sets of measurements is very close to 0, (i.e., about 9 N greater with FE than with mechanical testing). In addition, the limits of agreement as denoted by the dashed lines reveal that 95% of the time the force using mechanical testing can be somewhere 1776 N lower than FE to 1757 N higher than FE. Again, the bias appears to be constant throughout the range of values, meaning that the variability of the paired measurements between mechanical and FE vary almost equally above and below the mean (solid line). The Bland–Altman plots in essence provide an excellent graphical representation for assessing agreement between two different methods of measurement and the limits of agreement demarcate the width of the difference that can be expected 95% of the time. The Bland–Altman technique does not require having a “gold standard,” but typically the “new method of interest” (e.g., EA or FE) is subtracted from the conventional method (in this case, mechanical testing) on the y-axis.

(120 N vs. −535 N for FE), whereas FE showed a higher agreement among predictions (SD 615 N vs. 1108 N for CTRA).

High Kendall rank correlations between the experiments and the predictions by either FE or CTRA (all significant at the P = 0.05 level) were found (Table 2). Furthermore, Kendall rank correlations between the FE rankings and the CTRA rankings showed moderate to good correlations (Fig. 5). No significant differences in prediction accuracy were found between the two methods.

The fracture locations in the experiments were qualitatively compared to the fracture lines predicted by the FE model and to the minimum rigidity cross-section from CTRA analysis (Fig. 6 provides a graphic presentation of a representative specimen). The results indicated that the fracture locations were always directed through the lesion in the defect specimens, if applicable. Overall, the fracture locations were reasonably well predicted by both FE [28] and CTRA methods as highlighted in Table 3.

Discussion

In recent years, different diagnostic tools have been developed to address the common quandary encountered by physicians when assessing fracture risk prediction in patients found to have a metastatic bone lesion. The choice for the most appropriate therapeutic approach should be objectively determined by methods that consider bone as a structure, whose mechanical behavior depends on both material and geometric properties. This study compared the prediction accuracy of CTRA to the prediction accuracy of FE, determined on the basis of actual mechanical experiments using paired femurs with and without simulated lytic lesions. We were able to demonstrate that structural rigidity retrieved from CTRA, as well as failure loads predicted by FE correlated well with the actual failure loads obtained from mechanical testing. There were no significant differences in prediction accuracy between the two modeling techniques.

As reported previously [28], the correlation coefficients between the FE predicted and the actual measured failure forces ($R^2 = 0.89$) were similar to those obtained in other FE studies [27,29,34,35]. Similarly, relatively high correlation coefficients between CTRA and mechanical testing data were evidenced ($R^2 = 0.82$ and 0.86, EA and El respectively). These results are comparable to those obtained by Hong et al. [17], who showed high coefficients of determination when comparing reductions in failure loads versus reductions in axial, bending and torsional rigidity ($R^2 = 0.84$, 0.80 and 0.71, respectively) in samples from whole trabecular bone. Similarly, Whealan et al. [20] demonstrated the effectiveness of QCT derived measurements of rigidity for the prospective prediction of yield loads of vertebrae with simulated lytic lesions ($r = 0.74$). Finally, by assessing fracture prediction through benign skeletal lesions in children and young adults, Snyder et al. [19] indicated that bending and torsional rigidities were each highly significant predictors of fracture occurrence and combined, these measures could predict femoral fractures with 97% accuracy.

Table 2

<table>
<thead>
<tr>
<th></th>
<th>Intact femurs</th>
<th>Defect femurs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments vs. FE</td>
<td>0.73*</td>
<td>0.87*</td>
</tr>
<tr>
<td>EA</td>
<td>0.64*</td>
<td>0.73*</td>
</tr>
<tr>
<td>El</td>
<td>0.64*</td>
<td>0.73*</td>
</tr>
</tbody>
</table>

* Indicates significant correlations at the P-level of 0.05.
Unlike previously proposed radiographic guidelines, both methods are able to deliver objective predictions while considering important biomechanical aspects of the bone, being a three-dimensional structure governed by its material and geometric properties; even if these are affected by the presence of a lytic lesion. Both techniques are based on QCT imaging, but computational times differ considerably between the two methods. Generating and running the FE simulations in this study takes about 8 h per sample, and the sophisticated and relatively complex FE software required asks for a certain level of expertise as well as background in biomechanics. CTRA takes only approximately 30 min, as this software is intentionally designed to be simple and be readily useable on a regular computer with an operator without expertise in structural mechanics. For those reasons, one would choose CTRA analysis. In contrast, FE simulations would be more suitable for the implementation of complex loading conditions. It is likely that the decrease in bone strength resulting from metastatic lesions is very focal and can differ a lot between patients. As a result, small muscle forces that insert on the femur close to the lesion site can be more dangerous than larger forces such as for example the hip contact force. The comprehension of such potentially important anatomical characteristics might be more straightforward using FEA.

Furthermore, prospective patient studies should resolve whether the two modeling techniques have equal prediction accuracy in clinical practice. That is, clinical experts have difficulties relating predicted biomechanical parameters, such as global strength or rigidity, to the clinical fracture risk for a certain patient.

Fig. 5. The output parameters (failure load for FE and EA and EI for CTRA) were used to rank the femurs from weak to strong. These rankings were subsequently compared by calculating the Kendall rank correlation coefficient ($\tau$). This figure shows Kendall rank correlation coefficients between failure load predicted by the FE models and axial (left panel) and bending (right panel) rigidities calculated by CTRA, both for intact ($\tau_i$, triangles) and metastatic femurs ($\tau_d$, circles).

Fig. 6. Fracture location as demonstrated by mechanical testing (a), FE (b) and CTRA analysis (c and d) on a representative specimen. The gray band highlights the failed area as outlined from mechanical testing (panel a). The FE results indicate the elements that underwent plastic deformation in this region (red to yellow sections in panel b), and the bending and axial rigidities (panels c and d) show the lowest EI and EA values for the CT slices residing in the grey fracture zone. The horizontal bar at the top provides the EA and EI axes, and the vertical axis (not shown in axis, which is collinear with the long axis of the bone) is the slice number of the CT data stack.
well with actual failure loads measured in mechanical experiments. This suggests that both methods could be further developed into a tool that can be used in clinical practice. When analyzing the defect femurs only, the results suggested that predictions by FEA are slightly more accurate on a subject-specific level, yet CRATRA analysis can be conducted expediently by non-expert operators. However, validation in prospective patient studies should confirm these preliminary findings. Such future clinical studies should additionally resolve how these methods can be implemented in clinical settings in order to improve the prediction of the fracture risk in metastatic bone disease.
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Table 3

Fracture locations for all specimens as predicted by FEA and CRATRA methods.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Size (mm)</th>
<th>Location</th>
<th>Mech. testing</th>
<th>FEA</th>
<th>EA</th>
<th>EI</th>
</tr>
</thead>
</table>

A universal rule that ex-vivo experimental results introduce a certain amount of limitation when extrapolating to in-vivo conditions. Evident differences exist between the metastatic lytic lesions that were artificially simulated in this study and those seen in patients in the clinical practice. In our case, regularly shaped defects were limited to cortical lesions, while metastatic bone lesions generally show an irregular pattern and additionally involve trabecular tissue. However, QCT would be readily able to detect these irregularities and incorporate them into both algorithmic analytical processes, although accurately modeling the material properties of blastic metastatic tissue might be challenging. Moreover, we are currently working on the evaluation of the FE simulations for the prediction of femoral failure load using in-vivo patient data, and the preliminary results are promising [23].

In summary, the results of our study showed that non-invasive subject-specific fracture risk assessment techniques correlate equally

Limitations of our study are shared with many previous works done in the field using ex-vivo models for the assessment of failure load prediction using non-invasive imaging methods. On a group level, both methods accurately predict the femoral load capacity, but on the individual level there can be rather large over- and under-estimations of the femoral strength. These subject-specific over- and under-estimations should be improved before either of the methods can be implemented in clinical practice.

Moreover, isotropic material behavior was implemented in the FE models. We found that fracture locations in intact femora were often predicted in the subcapital region, whereas the experimental fractures were located more in between the greater and lesser trochanter. The implementation of isotropic material behavior rather than anisotropic behavior is a plausible cause for this. However, it is not yet possible to practically implement realistic anisotropic material behavior in FE models based on clinical CT images. Trabecular architecture is only visible on the micro-level, and as such anisotropic measures can only be determined from micro-CT scans or high-resolution CT-scans. In contrast, CRATRA is an axial analysis by default, where it uses compressive forces only, and as such anisotropic measures can only be determined from micro-CT scans or high-resolution CT-scans. In contrast, CRATRA is an axial analysis by default, where it uses compressive forces only, and as such anisotropic measures can only be determined from micro-CT scans or high-resolution CT-scans.


